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Path integral simulations of atomic and molecular systems

By CHARUSITA CHAKRAVARTY

Department of Chemistry, Indian Institute of Technology± Delhi, Hauz Khas,

New Delhi 110016, India

The path integral picture of the statistical mechanics of quantum many-body

systems is presented from the point of view of developing simulation algorithms.

Monte Carlo and molecular dynamics techniques for systems of distinguishable
quantum particles, bosons and fermions are reviewed. Path integral simulations of

atomic liquids and solids, quantum clusters and solvated electrons are described

and the usefulness of such techniques for understanding phenomena such as
orientational transitions, surface adsorption and rates of quantum processes is

discussed.

1. Introduction

Quantum Monte Carlo (QMC) methods are stochastic simulation methods for

quantum many-body systems. In terms of computational cost, M onte Carlo methods

scale very favourably with system size and have played a crucial role in understanding

the statistical mechanics of classical many-body systems since the 1940s [1 ± 3]. Monte

Carlo methods for quantum many-body systems are of more recent vintage and fall

into two very diŒerent categories : (a) the zero-temperature or ground state methods

such as variational and diŒusion M onte Carlo and (b) the ® nite temperature path

integral (PI) simulation methods which provide equilibrium properties within the

canonical ensemble [4 ± 10]. This review focuses on the formalism and methodology of

PI simulations as applicable to atomic and molecular systems with continuous

potentials.

Quantum eŒects in chemical systems can arise from quantization of either

electronic or nuclear motion. Standard electronic techniques rely on variational

optimization of a wavefunction constructed as a linear combination of one-electron

functions; inherently many-body eŒects such as electron correlation are then di� cult

to capture for all but the smallest molecules [11]. Density functional approaches,

which are restricted to the ground state but include electron correlation approximately,

are preferred for extended systems [12]. QMC methods being inherently correlated

many-body approaches that, in principle, do not involve any approximations should

therefore correct for the de® ciencies of both basis set and density functional methods.

W hile QM C methods are exact, within statistical error, for systems of distinguishable

quantum particles and for bosons, they suŒer from the well known `sign ’ problem for

fermionic systems, discussed in sections 2.2 and 3.4, which must be circumvented by

introducing some approximations. Despite this limitation, recent work shows that for

many systems, including carbon and silicon clusters, QM C methods achieve chemical

accuracy [7, 8]. Since most applications to electronic structure have involved zero-

temperature simulations, they are not included in this review. W e concentrate instead

on systems containing light nuclei at low temperatures. Quantum eŒects in such

systems can vary from the quasiclassical limit in solid argon to the extreme quantum

limit exempli ® ed by super¯ uid helium [2, 3]. M any solids such as ammonium halides,

solid H
#

and hydrogen-bonded solids show phase transitions with large isotope eŒects

indicative of strong quantum eŒects [13]. Electron and proton transfer, vital to many
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422 C . Chakravarty

biochemical processes, are intrinsically quantum mechanical [14]. The in¯ uence of

quantum eŒects on the structure and dynamics of water clusters is well documented

[15]. The ® nite temperature properties of such systems can be obtained from PI

simulations.

The PI formulation of quantum mechanics was originally developed by Feynman

and applied to quantum electrodynamics and statistical mechanics [16± 18]. In the

context of statistical mechanics, this formulation allows the quantum mechanical

partition function of a system to be written as a much higher dimensional classical

partition function with a modi® ed potential energy function. This quantum classical

isomorphism was used, for example, by Feynman to show that the hard sphere

bosonic ¯ uid would undergo Bose± Einstein condensation. The possibility that the

quantum classical isomorphism would allow M etropolis M onte Carlo simulations for

quantum systems, similar to those used for classical liquids, was ® rst suggested by

M orita [19] and later by Barker [20]. The implications for atomic systems were

developed by D. Chandler, P. G. W olynes and co-workers [14, 21, 22]. The ® rst PI

simulations of realistic atomic systems were for two apparently very diŒerent physical

problems : the F-centre formed by an electron trapped in an alkali halide lattice [23, 24]

and liquid helium in the region of the super¯ uid transition [25]. In the past ® fteen

years, applications to a variety of atomic and molecular systems have been made. An

overview of the methods found to be most useful for chemical systems is presented

here.

The review is organized as follows. Section 2 discusses the PI formulation of the

density matrix from the point of view of developing computational algorithms. Monte

Carlo implementations of the PI formalism for distinguishable particles, bosons and

fermions are described in section 3. Dynamical, instead of stochastic, sampling

strategies for PI simulations are reviewed brie¯ y in section 4. Section 5 presents some

applications of the path integral Monte Carlo (PIMC) method to atomic and

molecular systems which have been selected to demonstrate how the technique can be

adapted to study a variety of interesting physical problems. Section 6 contains

conclusions.

2. Path integral formulation of the density matrix

2.1. The quantum-classical isomorphism

The thermal density matrix describes the properties of a quantum system in the

canonical ensemble and may be de® ned as [18]

q # ¯ 3
n

exp ( ® b E
n
) r u

n
ª © u

n
r (1)

where ² r u
n
ª ´ are eigenfunctions of the Hamiltonian H# with eigenvalues ² E

n
´ , b ¯ k

B
T ,

k
B

is the Boltzmann constant and T is the absolute temperature. The partition function

Z of the system is given by

Z ¯ 3
n

exp ( ® b E
n
) ¯ 3

n

© u
n

r q # r u
n
ª ¯ Tr ² q # ´ . (2)

The PI formulation of the density matrix can be developed by considering the

coordinate representation of Z for a single quantum particle of mass m subject to a

potential V(x) [26, 27]. Then Z is an integral over diagonal elements of the density

matrix
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Path integral simulations 423

Z ¯ & dx © x r exp ( ® b H# ) r x ª (3)

and exp ( ® b H# ) may be interpreted as the propagator in imaginary time, t ¯ i b ò . H# is

the sum of the kinetic K# and potential V# energy operators. W riting exp ( ® b H# ) ¯ [exp

( ® ( b } M ) H# )]M and inserting M ® 1 complete sets of coordinate states ² r x
j
ª ´ , j ¯ 1 to

M ® 1, between the M high temperature density operators, we get

Z ¯ & 0
M Õ "

i= !

dx
i - x

i
r exp 0 ®

b

M
H# 1 r x

i+ " . (4)

where x
!

¯ x
M

¯ x because of the trace operation associated with the partition

function. Provided e ¯ b } M is su� ciently small, one can make the following power

series expansion

exp ( ® e H# ) ¯ exp ( ® e K# ) exp ( ® e V# ) ­ exp ( ® 0 ± 5 e # [K# , V# ]) ­ ¼ . (5)

Ignoring all correction terms of order e # and above in the exponent leads to the Trotter

approximation [27]

exp ( ® b H# ) ¯ lim

M ! ¢
[exp ( ® e K# ) exp ( ® e V# )]M . (6)

The high temperature density matrix elements are then given by

q (x
i
, x

i+ "
; e ) ¯ © x

i
r exp ( ® e H# ) r x

i+ "
ª ¯ © x

i
r exp ( ® e K# ) r x

i+ "
ª exp ( ® e V(x

i+ "
)). (7)

Since K# ¯ p# # } 2m where p# is the momentum operator, by inserting a complete set of

momentum states ² r p ª ´ we obtain

q (x
i
, x

i+ "
; e ) ¯ & dp - x

i
r exp 0 ®

e p# #
2m 1 r p . © p r x

i+ "
ª exp ( ® e V(x

i+ "
))

¯ & dp

2 p ò
exp 0 ®

e p #

2m 1 exp (ip(x
i
® x

i+ "
) } ò ) exp ( ® e V(x

i+ "
))

¯ 0 m

2 p e ò # 1 " / #
exp 0 ® m(x

i
® x

i+ "
) #

2 e ò # 1 exp ( ® e V(x
i+ "

)). (8)

The above approximation to the high temperature density matrix is frequently referred

to as the primitive approximation. If it is necessary to apply periodic boundary

conditions on a box of length L, the momentum states must be restricted to integer

multiples of 2 p } L ; however, the above formula will be very nearly exact if the thermal

de Broglie wavelength at inverse temperature b } M is much less than L [6]. Substituting

the semiclassical expression for the high temperature density matrix element from

equation (8) in equation (4) leads to

Z ¯ 0 m

2 p e ò # 1
M / # & 0 0

M Õ "

i= !

dx
i 1 exp 0 ® m

2 e ò #
3

M Õ "

i= !

(x
i
® x

i+ "
) # ® e 3

M Õ "

i= !

V(x
i
) 1 . (9)

The position coordinates of the system at equispaced points in imaginary time u

between 0 and b ò are given by ² x
i
´ , i ¯ 0 to M , where x ¯ x

!
¯ x

M
. In the limit e ! 0,

when errors due to the Trotter approximation vanish, the exponent in equation (9)

becomes exactly equal to the Euclidean action S(x(u)) along an imaginary time path

x(u) such that

S(x(u)) ¯ (1 } ò ) &
b ò

!
0 m

2 9 dx

du : # ­ V(x(u)) 1 du. (10)
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424 C . Chakravarty

The density matrix element can then be written as a path integral

© x r exp ( ® b H# ) r x « ª ¯ & $ (x(u)) exp ( ® S(x(u))) (11)

where $ (x(u)) represents the diŒerential element for all paths with the common

starting point x and end point x « ; for cyclic paths x ¯ x « . The exponential weighting

factor ensures that paths with very high values of action contribute much less than

paths with low action. Such high action paths may be jagged paths with high kinetic

energy or paths which access regions of high potential energy. It can be shown that if

c ò is small, then the classical Boltzmann weighting factor, exp ( ® b V(x)), is recovered

[17]. Applying the continuum limit to equation (9) implies that the partition function

will correspond to a PI over cyclic paths with all possible starting points. All PI

simulation methods are techniques for sampling the physically important paths

contributing to the partition function.

To understand how M etropolis M onte Carlo and molecular dynamics techniques,

originally developed for classical systems, can be adapted to simulate a quantum

many-body system, it is necessary to go back to equation (9). The expression for Z can

be interpreted as the partition function of a classical polymer of M monomeric units

or beads with adjacent beads linked by harmonic springs with force constant mM } b ò # .

The generalization of equation (9) to the case of N interacting, distinguishable

quantum particles with Trotter number M in three dimensions is obvious :

Z
NM

¯ 0 m

2 p e ò # 1 $ NM / # & 0 0
M Õ "

i= !

dx
i 1 exp 9 ® m

2 e ò #
3
M Õ "

i= !

(x
i
® x

i+ "
) # ® e 3

M Õ "

i= !

V(x
i
) : (12)

where the vector x
i
denotes the 3N Cartesian coordinates of the N particles at time slice

i. Each quantum particle is represented by a cyclic polymer of M beads. Beads on two

separate cyclic polymers are coupled by the interaction V(x) only if they lie on the same

time slice. Adjacent beads on the same polymer are coupled by a harmonic interaction

with force constant m } e ò # . The root mean square radius of the cyclic polymers is

related to the degree of the quantum dispersion and will depend on the de Broglie

wavelength of the particles as well as the interaction potential. The conversion of the

N-dimensional quantum partition function to an NM -dimensional classical-type

partition function by the introduction of N(M ® 1)-auxilliary variables to represent

quantum paths in imaginary time is often referred to as the quantum classical

isomorphism. From a computational point of view, this isomorphism implies that with

any con® guration of the derived classical system, a Boltzmann-type weight can be

associated and therefore multidimensional integration techniques such as M etropolis

M onte Carlo sampling can be applied. In general, the more quantum mechanical the

system the greater the number of auxilliary variables per degree of freedom that is

required for accuracy. Therefore the dimensionality and computational cost of a PI

simulation is generally much higher than that of the corresponding classical system.

2.2. Identical particles

The above derivation of the PI representation of the partition function takes into

account deviations from classical behaviour owing to quantum delocalization but

neglects the eŒect of identical particle exchange. W hen the thermal de Broglie

wavelength is of the same order of magnitude as the interparticle spacing, the bosonic

or fermionic character of the constituents must be accounted for. Formally, this leads

to a very simple modi® cation of the result for a collection of distinguishable particles.
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Path integral simulations 425

Let the density matrix for N distinguishable particles be labelled by D and for N

indistinguishable particles by I. Then

q
I
(x, x « ; b ) ¯ (1 } N !) 3

P

n P q
D

(x, Px « ; b ) (13)

where P is the parity of the permutation and n is ­ 1 for bosons and ® 1 for fermions

[18, 26]. The eŒect of permutation P on the elements of the vector x ¯ (x
"
, x

#
, ¼ . x

N
)

is denoted by Px. n P is always ­ 1 for bosons but for fermions it equals ® 1 and ­ 1

for odd and even permutations respectively. q
D

(x, Px « ; b ) can of course be written as

a sum over paths, weighted by the exponential of the Euclidean action, with initial

point x and ® nal point Px « (see equation (11)). Therefore the density matrix element

for indistinguishable particles can be written as

q
I
(x, x « ; b ) ¯ (1 } N !) 3

P

n P &
b ò

!

$ (x
P
(u)) exp ( ® S(x

P
(u)) (14)

where the subscript P indicates that the ® nal endpoint of the path is subject to the

appropriate permutation. Consequently, instead of summing over only cyclic paths to

obtain the partition function, as in the case of distinguishable particles, it becomes

necessary to sample over all paths which end with permutational variations of the

starting point.

The free particle case, for which the diagonal elements of density matrix are given

by

q
fp

(x, x « ; b ) ¯ 3
P

n P 0
$ N

i= "
0 m

2 p b ò # 1 " / #
exp [ ® (m } 2 b ò # ) (x

i
® Px

i
) # ], (15)

illustrates qualitatively the importance of permutations for identical particle systems

as a function of temperature. In the high temperature limit, b ! 0, only the identity

permutation will survive. On the other hand, when b ! ¢ , all permutations will

be equally probable. At intermediate temperatures, the identity permutation will

have maximum probability, followed by pair exchanges, and then higher order

permutations.

For bosons, this implies that sampling over the discrete set of permutations is

necessary but since the all permutations have positive weights, this causes no problems

in principle. In the context of the quantum classical isomorphism, permutational

exchanges of bosons are equivalent to cross-linking of the quantum polymers. For

example, a pair exchange implies that the endpoints of two cyclic polymers are

interchanged to form a larger single polymer. Super¯ uidity is then associated with the

formation of a cross-linked polymer of macroscopic dimensions. The path integral

picture for bosonic super¯ uids has been recently reviewed by Ceperley [6]. In contrast

to bosonic systems, fermionic systems are problematic since the negative weights of

odd permutations imply that a positive weight function for M onte Carlo sampling

cannot always be de® ned. Consequently the statistical accuracy decreases sharply with

temperature and gives rise to the fermion sign problem mentioned in the introduction

[10].

2.3. Ab initio path integral methods

Simulation methods which combine a PI representation for the nuclei with

standard electronic structure techniques have been developed recently for systems with

light nuclei where interatomic interactions cannot be readily parametrized in terms of

few-body interactions [28± 35]. Since electronic structure calculations assume a
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426 C . Chakravarty

Schro$ dinger type picture and calculate the adiabatic Born± Oppenheimer (BO)

electronic states, this section shows how the BO approximation is implemented within

the PI picture and suggests how non-adiabatic corrections to the BO approximation

can be incorporated [32, 37, 38].

The Hamiltonian for a molecular system can be written as :

H# ¯ T#
n
­ T#

e
­ V#

nn
­ V#

ne
­ V#

ee
(16)

where T#
e

and T#
n

are the kinetic energy operators for the electrons and nuclei

respectively and V#
nn

, V#
ee

and V#
ne

are the potential energy operators for the internuclear,

interelectronic and nuclear± electronic interactions. The electronic Hamiltonian H#
e

is

de® ned as H#
e
¯ T#

e
­ V#

ne
­ V#

ee
, which depends only parametrically on the nuclear

con® guration R . The BO electronic wavefunctions u
e
(r ; R) are eigenfunctions of H#

e
such that H#

e
u

e
¯ V

e
(R) u

e
where r stands for the electronic coordinates and the

function V
e
(R) represents the potential energy surface on which the nuclei move in a

given electronic state. The partition function for this system is Z ¯ Tr (exp ² ® b H# ´ ).
W hile the conventional PI representation would require expanding this trace in the

coordinate basis, r r ª r R ª , as done in [32], it is more convenient to use the mixed basis

r u ª r R ª . Then,

Z ¯ & dR 3
a

© R r © u a r exp ² ® b (H#
e
­ H#

n
) ´ r u a ª r R ª (17)

where a labels the BO electronic states and H#
n

¯ T#
n
­ V#

nn
. Using the Trotter

approximation, we can write

Z ¯ & dR 3
a

© R r © u a r [exp ² ® e (H#
e
­ H#

n
) ´ ]M r u a ª r R ª (18)

where e ¯ b } M . Inserting M ® 1 complete set of states r X
j
ª ¯ r R

j
ª r u a ( j)

ª results in

& 0 0
j

dR
j 1 3

a ( " )

3
a ( # )

¼ 3
a (M )

q (X , X
"
; e ) q (X

"
, X

#
; e ) ¼ q (X

M Õ "
, X ; e ) (19)

where

q (X
i
, X

j
; e ) ¯ © R

j
r © u a ( j)

r exp ² ® e (H#
n
­ H#

e
) ´ r u a ( j)

ª r R
j
ª . (20)

Since u a ( j)
is an eigenfunction of H#

e
such that the corresponding eigenvalue Va ( j)

(R) can

be regarded as the coordinate representation of the potential energy operator for the

nuclei, we can write therefore

q (X
i
, X

j
; e ) ¯ © R

j
r © u a ( j)

r exp ( ® e T#
n
) r u a (i)

ª r R
i
ª exp ( ® e (Va (i)

(R
i
) ­ V

nn
(R

i
))). (21)

The matrix element © u a ( j)
r exp ( ® e T#

n
) r u a (i)

ª can be expanded as

© u a ( j)
r exp ( ® e T#

n
) r u a (i)

ª ¯ © u a ( j)
r 1 ® e T#

n
­ 0 ± 5 e # T# #

n
­ ¼ r u a (i)

ª . (22)

The BO approximation implies that the nuclear kinetic energy operator cannot couple

diŒerent BO electronic states i.e. the above matrix element is unity when a (i) ¯ a ( j)

and zero otherwise. This implies that transitions between BO states will not take place

along the path in imaginary time and the partition function will consist of separate

sums over paths belonging to individual BO electronic states. Therefore, within the

primitive approximation, Z may be written as

Z ¯ 3
a
& 0 0

j

dR
j 1 exp ( ®

m
n

2 e ò #
(R

i
® R

j
) # ® e Va (R i

) ® e V
nn

(R
i
) * (23)

where m
n

is the nuclear mass. Ab initio PI simulations to date have used density
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Path integral simulations 427

functional approaches for the electronic structure and therefore have been restricted

to the BO ground state. W eak non-adiabatic eŒects can be incorporated by keeping

the ® rst order correction term in equation (22). This requires parametrization of the

oŒ-diagonal matrix elements of the operator T#
n

connecting two diŒerent BO states

which is currently feasible only for very simple molecular systems.

2.4. Observables

In this section, we discuss the observables that can be evaluated in PI simulations

[6]. The canonical ensemble average of an observable O is given by

© O ª ¯ Tr ² q # O# ´ } Tr ² q # ´ (24)

where O# is the corresponding quantum mechanical operator. If the operator O# is

diagonal in the coordinate representation, then

© O ª ¯ & dxO(x) q (x, x ; b ). (25)

Provided a technique exists for sampling con ® gurations x with probability pro-

portional to q (x, x ; b ), such equilibrium averages can be readily calculated. As we shall

see in sections 3 and 4, Monte Carlo and, under more restricted conditions, molecular

dynamics, provide e� cient routes to implement this type of sampling. Static

equilibrium averages, such as the potential energy or position± position correlation

functions, are the most easily accessible quantities from a PI simulation. In addition,

dynamical variables that can be related to the partition function are straightforward

to obtain. W ithin the canonical ensemble, thermodynamic estimators of the total

energy © E ª , the kinetic energy © K ª , the speci ® c heat C
v

and the pressure © P ª can be

derived from Z as

© E ª ¯ ®
¦ (ln Z)

¦ b
, (26)

© K ª ¯
m

b

¦ (ln Z )

¦ m
, (27)

C
v
} k

B
¯ ® b #

¦ # (ln Z )

¦ b #
, (28)

© P ª ¯ (1 } b )
¦ (ln Z )

¦ V
. (29)

The above expression for © K ª will be applicable only when all particles in the system

have the same mass. An alternative method of estimating the kinetic energy is obtained

from the virial theorem and is given by © K ª ¯ "
#
© x [ F ª where F

i
¯ ¦ V } ¦ x

i
. DiŒerent

methods of estimation may have diŒerent rates of convergence.

Since PIMC simulations provide only imaginary time correlation functions, C(it),

dynamical quantities cannot be obtained directly. Analytic continuation to real time

should lead to the true dynamical correlation functions, C(t). Unfortunately, the

frequencies which dominate C(it) and C(t) are very diŒerent and unless statistical noise

in C(it) obtained from a PIMC simulation is very small, the transformation process

can lead to serious errors. M aximum entropy (ME) methods have been found to be the
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428 C . Chakravarty

most convenient for handling this ill-conditioned `inversion ’ problem [39, 40, 41].

However, M E methods have not yet been used extensively in conjunction with PI

simulations for chemical systems and will not be reviewed here.

3. Monte Carlo methods

Monte Carlo methods require a positive weighting function P(y) to be associated

with every con ® guration y of the system of interest in order to evaluate averages of the

form

© F ª ¯
! P(y) F(y) dy

! P(y) dy
. (30)

M etropolis M onte Carlo methods generate a M arkovian random walk through

con® guration space. The rules determining the random walk are set by de® ning a

transition matrix T(y ! y « ) and an acceptance probability A(y ! y « ) where the

transition matrix determines the probability with which the random walk will move

from one con® guration y to a neighbouring con® guration y « and the acceptance

probability determines whether such a move will be accepted. Provided the detailed

balance condition

T(y ! y « ) A(y ! y « ) P(y) ¯ T(y « ! y) A(y « ! y) P(y « ) (31)

is satis ® ed, a su� ciently long random walk is guaranteed to generate a set of

con® gurations distributed according to the probability function P(y). The ¯ exibility of

M onte Carlo methods derives largely from the ability to manipulate the T and A

matrices to ensure rapid convergence and ergodicity of the random walk. In the case

of PI simulations, an additional degree of freedom computationally is provided by the

fact that alternative representations of the path allow for diŒerent choices of the

M etropolis variables. Consequently the vast majority of PI simulations have used

M onte Carlo sampling techniques. The discretized and Fourier representations of the

path are commonly used for atomic systems and are described in sections 3.1 and 3.2

respectively. Modi® cations to the discretized PI scheme required for simulations of

bosonic systems are outlined in section 3.3. The recently developed restricted PIMC

algorithm for many-fermion systems is described very brie¯ y in section 3.4.

3.1. Discretized representation of paths

Representing paths as a set of positions at equally spaced points in imaginary time

is referred to as the discretized path approximation. The short time propagator

connecting two adjacent points on the path can be evaluated at several diŒerent levels

of accuracy [26, 42, 43]. The more accurate the propagator, the fewer the number of

discrete positions which must be speci® ed in order to evaluate the action accurately

and lower the number of auxilliary variables that must be sampled in the M onte Carlo

procedure. However, this increase in e� ciency owing to the reduced dimensionality of

the partition function may be oŒset by the increased computational cost of evaluating

a more accurate propagator. In practice, the choice must be made based on various

factors, such as the magnitude of quantum eŒects and the ease of evaluation of ® rst

and higher order derivatives of the potential. Generally the smaller the quantum

eŒects, the simpler the choice of the propagator can be.

The least accurate representation of the short time } high temperature propagator

is the primitive approximation which is adequate for quasiclassical systems such as

solid argon. However, as quantum eŒects increase, the degree of discretization or the
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Path integral simulations 429

Trotter index must be increased to maintain accuracy. Since the harmonic force

constant between adjacent beads on the quantum polymer is mM } b ò # , increasing the

Trotter index results in increasingly stiŒ harmonic links and the computational

problem of ensuring the ergodicity of the Metropolis walk becomes intractable. It is

therefore useful to use more accurate expressions for the high temperature propagator

and reduce the degree of discretization required for adequate convergence. A number

of diŒerent strategies have been developed for generating short time propagators of

diŒerent levels of accuracy. We focus on those which appear to be the most useful for

atomic systems. The primitive approximation

exp ( ® e H# ) E exp ( ® e K# ) exp ( ® e V# ) (32)

has an error of the order e # . The symmetrized form of the primitive approximation

[26, 44]

exp ( ® e H# ) E exp ( ® 0 ± 5 e V# ) exp ( ® e K# ) exp ( ® 0 ± 5 e V# ) (33)

has an error of the order of e $ . W hen this symmetrized form is incorporated in the

partition function we obtain

Tr ² exp ( ® e M (K# ­ V# )) ´ ¯ Tr ² [exp ( ® e K# ) exp ( ® e V# )]M ´ ­ / (M e $ ). (34)

The next higher order of approximation is given by

Tr ² exp ( ® e M (K# ­ V# )) ´ ¯ Tr ² [exp ( ® e K# ) exp ( ® e V#
eff

)]M ´ ­ / (M e & ) (35)

where V#
eff

¯ V# ­ ( b } 24M ) [V# , [K# , V# ]]. In the coordinate representation,

V#
eff

(x) ¯ V(x) ­ ( b # ò # } 24mM # ) 3
N

i= "
0 ¦ V

¦ x
i
1 #

(36)

where the second term is a quantum correction to the bare potential V(x) [44]. Since

this quantum correction is proportional to the sum of the squares of the forces acting

on the particles, it can be readily evaluated for most atomic systems. While higher

order correction terms to the propagator have been derived formally, they become

increasingly more expensive to evaluate and therefore have not been used widely,

except in the context of lattice systems.

An alternative strategy is to take advantage of the fact that the pair potential

approximation is often very good for atomic and molecular systems. Let the action

associated with going from point x to point x « in time e along a path be denoted by S(x,

x « ; e ). Then the potential energy contribution to the action is de® ned as U(x, x « ; e ) ¯
S(x, x « ; e ) ® ln q

fp
(x, x « ; e ) where q

fp
is the free particle density matrix. Within the pair

potential approximation and provided three-body and higher order correlations are

small, one can write U(x, x « ; e ) E R
i
!

j
u(x

ij
, x !ij

; e ) where u(x
ij
, x !ij

; e ) is connected to the

density matrix for a pair of atoms. The accurate evaluation of the pair density matrix,

while expensive, needs to be done only once at the start of the simulation. The pair

action approach has been used very successfully for simulating liquid and solid helium.

In all discretized path integral M onte Carlo (DPIMC) methods, the M etropolis

variables are the positions of the 3NM beads. The probability weights associated with

a given con® guration will, however, depend on the choice of the high temperature

propagator.

Even with improved high temperature propagators, the problem of ensuring

adequate sampling of con® guration space by collective motions of the polymers

remains. An intuitively appealing path for circumventing this di� culty comes from
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430 C . Chakravarty

considering the normal modes of the quantum polymer [38, 45]. In the absence of an

interation potential, all Cartesian degrees of freedom of the system are decoupled. For

a single degree of freedom, the harmonic intrapolymer potential is given by V
p

¯
(mM } 2 b ò # ) R M

l= "
(x

l
® x

l+ "
) # . Diagonalization of the second derivative matrix of this

potential leads to the normal coordinates, ² Q
k
´ , k ¯ 1 to M ,

Q
k

¯ (1 } M " / # ) 3
M

l= "

x
l
exp (2 p ikl } M ). (37)

In the normal mode representation, the kinetic energy contribution to the path action

from a single degree of freedom will be

&
b ò

!

m

2 0 dx(u)

dt 1 #
du ¯

2mM

b ò #
3
M

k= "

r Q
k
r # sin # ( p k } M ). (38)

Thus the kinetic energy term is written as a sum of contributions from independent

normal modes. The zero-frequency mode, k ¯ 0 ¯ M , corresponds to motion of the

centre of mass of the polymer and makes no contribution to the kinetic energy. All

normal modes, other than the zero frequency mode, are Gaussian distributed with

variance r #
k

¯ b ò # } 4mM sin # ( p k } M ) for a free particle. The potential energy term will

couple these normal modes and cause distortions from the free particle distribution.

The low frequency modes will correspond to large, collective motions of all beads of

the polymer while the high frequency modes will cause small, local path ¯ uctuations.

The normal modes can now be used as Metropolis variables and the displacements

scaled according to the Gaussian dispersions associated with each normal mode.

3.2. Fourier representation of paths

The Fourier PI approach introduces a set of auxiliary variables which represent

diŒerent length scale ¯ uctuations of the quantum paths instead of a discrete set of

points on the path [46± 48]. All paths contributing to a density matrix element q (x
i
,

x
f
; b ) have the same initialpoint x

i
at u ¯ 0 and ® nal point x

f
at u ¯ b ò . The classical path

for a free particle is just the straight line : x
c
(u) ¯ x

i
­ (x

f
® x

i
) (u } b ò ). All other paths

can be expressed as ¯ uctuations y(u) about the classical free particle path as x(u) ¯
x

c
(u) ­ y(u) where y(u) ¯ 0 at u ¯ 0 and u ¯ b ò . Given the boundary conditions on

y(u), we can expand the displacement for a Cartesian coordinate i as a Fourier sine

series

y
i
(u) ¯ 3

¢

k= "

a
i, k

sin (k p u } b ò ) (39)

where the Fourier series can be truncated at some values k
max

. The 3Nk
max

Fourier

coe� cients are the auxilliary variables necessary to describe the quantum paths

contributing to the PI. By suitably diŒerentiating x(u) and substituting in equation

(10)

S(x(u)) ¯
m(x

f
® x

i
) #

2 b ò #
­ 3

k

a #
k

2 r #
k

­ b V
eff

(40)

where r #
k

¯ 2 } b ò # } mk # p # , V
eff

¯ (1 } b ò ) ! b ò

!
V(x(u)) du and a is the set of kth order

Fourier coe� cients for all the particles. Therefore

Z ¯ J & dx da exp 0 ® 3
k

a #
k

2 r #
k

® b V
eff 1 . (41)
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Path integral simulations 431

J is the Jacobian associated with the transformation from $ (x(u)) ! da and can be

evaluated by considering the free particle limit, i.e. J ¯ q
fp

(x, x ; b ) ( P
k
(2 p r #

k
) " / # ). The

M etropolis variables are now the 3N spatial coordinates x and the 3Nk
max

Fourier

coe� cients. The Fourier path integral Monte Carlo (FPIMC) approach is similar in

spirit to the normal mode approach in that it decouples the kinetic energy term into

contributions from 3Nk
max

independent degrees of freedom. In addition, the path

¯ uctuations associated with a Fourier coe� cient of order k are proportional to r
k

and

therefore decrease as 1 } k. In contrast, in the normal mode approach they decrease as

1 } sin ( p k } M ) which is much less rapid.

A computationally very e� cient version of the FPIMC algorithm, known as

partial averaging, can be obtained by approximately integrating out the very short

wavelength, high frequency Fourier modes. Let the Fourier coe� cients be divided into

two sets, those with k % k
max

and those with k " k
max

. Therefore a cyclic path in

imaginary time can be written as

x(u) ¯ x
i
­ 3

kmax

k= "

a
k

sin (k p u } b ò ) ­ 3
¢

k
"

kmax

b
k

sin (k p u } b ò ). (42)

If k
max

is chosen to be su� ciently large, then all Fourier modes with k " k
max

will be

associated with very short length scale displacements and may be regarded as

eŒectively decoupled from the potential. Then these Fourier coe� cients with k " k
max

may be regarded as purely Gaussian variables with variance r #
k
. This would imply that

any linear combination p ¯ R
k

k
k

b
k

of such Gaussian variables should correspond to

a Gaussian variable p with variance R
k

k #
k

r #
k
. Therefore,

x
i
(u) ¯ x

i
­ 3

kmax

k= "

a
k

sin (k p u } M ) ­ p (43)

where p is a Gaussian variable with variance

r # (u) ¯ 3
k

"
kmax

r #
k

sin # (k p u } b ò ) ¯
b ò #

m 9 u(1 ® u) ®
2

p #
3

kmax

k= "

sin # (k p u } b ò )

k # : . (44)

Therefore we can write

Z ¯ J & dx da exp 0 ® 3
k= "

a #
k

2 r #
k
1 © exp ( ® b V

eff
) ª

G
(45)

where © exp ( ® b V
eff

) ª
G

is the Gaussian average

& db exp ( ® 3
b #

k

2 r #
k

exp ( ® b V
eff

(x(u) ­ p)) ¯ & dp exp 0 ®
p #

2 r # (u) 1 exp ( ® b V
eff

(x(u) ­ p),

(46)

where x(u) is now a path de ® ned by the lower order Fourier coe� cients. Using the

Gibbs± Boguliobov inequality, one can write

& dp exp 0 ® p #

2 r # (u) 1 exp ( ® b V
eff

(x(u) ­ p)) &

exp 0 ® b & dp exp 0 ®
p #

2 r # (u) 1 V
eff

(x(u) ­ p) 1 . (47)
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432 C . Chakravarty

For any multidimensional system one can show that the RHS of the above inequality

can be evaluated to second order in p as

V
p
(x(u)) ¯ (1 } b ò ) &

b ò

!

du (V(x(u)) ­ 3
$ N

i= "

0 ± 5 r # (u) V
ii
(x(u)) (48)

where V
ii
(x(u)) is a diagonal element of the second-derivative matrix, or the Hessian,

evaluated x(u). Therefore the partial averaging strategy replaces the path average of

the bare potential by the path average of a quantum corrected potential. The partial

averaging version of the FPIMC has been shown to be e� cient for a number of atomic

systems. For example a comparison of FPIMC and DPIMC simulations for the ( para-

H
#
)
" $

cluster at 2 ± 5 K shows that, for comparable errors bars, 32 auxilliary variables

are required for convergence in the FPIMC scheme whereas 128 are required in the

DPIMC scheme within the primitive approximation [49, 50]. Note that in the DPIMC

method, the primitive approximation was coupled with the bisection path integral

M onte Carlo (BPIMC) method which is described in the next section.

3.3. Bosonic systems

The PI simulation of a bosonic system, particularly in the region of the

Bose± Einstein transition, is a more di� cult computational problem than the

simulation of a system of interacting, distinguishable quantum particles. The methods

described in sections 3.1 and 3.2 are e� cient for boltzmannons but they require

substantial elaboration to be eŒective for bosonic systems. Simulation techniques for

bosonic systems have been developed mainly in the context of the discretized path

integral formulation. W hile identical particle exchange can be incorporated in the

FPIMC approach, this has so far been implemented only for model systems and is not

discussed here [51].

The di� culty in simulating bosonic systems arises because of the discrete character

of permutation space. A random walk based on a simple transition matrix involving

transitions to neighbouring con® gurations will be ergodic in con ® guration space,

provided simulation times are long enough, since any spatial path can be continuously

deformed to any other path. This is, however, not true of permutational moves which

will be frequently rejected unless accompanied by substantial reorganization of the

spatial paths. Therefore an intelligent choice of the transition matrix must be made in

order to generate trial permutation cum spatial moves with a reasonable acceptance

probability. Several diŒerent methods have been devised to accomplish this and we

shall focus on the most widely used approach : the BPIMC algorithm.

The bisection method attempts to construct trial paths given the endpoints x and

Px by constructing the path in stages corresponding to successive bisections of the time

interval from 0 to b ò . We discuss the logic of the bisection algorithm based on the

primitive approximation to the partition function [52]. In actual simulations it is

usually necessary to use more accurate representations of the short time propagator,

for which details can be found in the very comprehensive review article by Ceperley [6].

The ® rst step in the bisection method is to sample the trial permutation based on

the free particle density matrix (see equation (15)). Since only a small fraction of the

N ! possible permutations will have signi® cant probability at any ® nite temperature,

therefore a table of probabilities of diŒerent permutations can be constructed and

some trial permutation P can be sampled. Once a trial permutation has been sampled,

a trial path must be built up. The BPIMC method is based on the recognition that trial
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Path integral simulations 433

paths are most likely to be rejected due to changes in the midpoint of the path since by

de® nition the endpoints have a reasonable potential energy. The product rule property

of the density matrix implies that

q (x, Px ; b ) ¯ & dx
m

q (x, x
m

; b } 2) q (x
m

, Px ; b } 2). (49)

Therefore the conditional probability P
"

of sampling the midpoint x
m

given endpoints

x and Px at u ¯ 0 and u ¯ b ò respectively, will be

P
"
(x

m
; x, Px) ¯

q (x, x
m

; b } 2) q (x
m

, Px ; b } 2)

q (x, Px ; b )
(50)

where the subscript on P denotes the ® rst level of bisection. A similar bisection scheme

can then be used to bisect the subintervals from 0 to b ò } 2 and b ò } 2 to b ò . If M ¯ 2l

discrete points are required to represent accurately the path action, then one needs l

levels of bisection. Since

q (x, Px ; b ) ¯ & dx
"

dx
#
¼ dx

M
q (x, x

"
; b } M ) q (x

"
, x

#
; b } M ) ¼ q (x

M Õ "
, Px ; b } M )

(51)

we can rewrite using conditional probabilities

q (x, Px ; b ) ¯ q (x, Px ; b ) P
"
(x

M / #
; x, Px) P

#
(x

M / %
; x, x

M / #
) P

#
(x

$ M / %
; x

M / #
, Px) ¼ .

(52)

The BPIMC scheme therefore ® rst tests the broad features of the path for acceptability

and then builds up the short length scale features. The catch in this scheme is that the

exact density matrix elements will not be available except for the ® nal level of bisection

when the high temperature semiclassical approximation is valid. However, since what

is being sought is a physically reasonable transition matrix, an approximate form of

the density matrix for higher values of b is su� cient. A convenient approximation is

to set

q (x
i
, x

f
; u) E p (x

i
, x

f
; u) ¯ q

fp
(x

i
, x

f
; u) exp ( ® 0 ± 5u(V(x

i
) ­ V(x

f
)) (53)

where q
fp

is the free particle density matrix. This choice of p and the structure of

equation (52) ensures that the conditional probabilities will cancel out in such a way

as to leave the weights associated with a given con® guration in Z
NM

unchanged.

Now consider a segment of the path at level l of the bisection algorithm. The

endpoints of the path are x
i

at u ¯ n b } 2l Õ " and x
f

at u ¯ (n ­ 1) b } 2l Õ " . The old value

of the midpoint of this segment of the path is denoted by x
m

. The trial value of the

midpoint x
t

is sampled with probability

T
l
(x

t
) ¯

q
fp

(x
i
, x

t
; b } 2l) q

fp
(x

t
, x

f
; b } 2l)

q
fp

(x
i
, x

f
; b } 2l Õ " )

. (54)

It can be shown that if this trial midpoint is accepted with probability corresponding

to min ² 1, exp ( ® ( b } 2l Õ " ) (V(x
t
) ® V(x

t
) ® V(x

m
)) ´ , then it is equivalent to selecting the

midpoint with the appropriate conditional probability. If positions at any level of

bisection are rejected, then one must go back to the initial step and attempt a new

permutation. If positions at all levels are accepted, then the new path is accepted. The

BPIMC scheme has been shown to be very useful for bosonic systems. It can also

increase the e� ciency of the standard DPIMC procedures for distinguishable particles.
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434 C . Chakravarty

3.4. Fermionic systems

The diagonal elements of the density matrix for a many-fermion system, q
F
(x, x ;

b ), will be positive. The fermion `sign ’ problem arises when one writes q
I
(x, x « ; b ) ¯

(1 } N !) R
P

n P q
D

(x, Px « ; b ) and attempts to sample over the permutations. A viable

M onte Carlo method can be devised if one can rearrange terms to keep only positive

contributing paths to the diagonal density matrix elements. A possible solution to this

problem has recently been suggested by the restricted PI identity [10, 53]. Consider a

density matrix element q (x, x* ; b ), which must be a solution to the Bloch equation

®
¦ q

¦ b
¯ H# q , (55)

with initial condition

q (x, x* ; 0) ¯ (1 } N !) 3
P

n P d (x ® Px*). (56)

At a time t ¯ b ò the density matrix element will have nodal surfaces which carve the

space into nodal cells. The Bloch equation can be solved within each nodal cell by

using the appropriate initial condition and zero boundary conditions at t ¯ b on the

nodal surface. This will be equivalent to restricting the PI to be a sum over node-

avoiding paths such that q (x, x* ; t) has the same sign for all t lying between 0 and b .

The diagonal density matrix can be written as

q
F
(x, x ; b ) ¯ & dx* q

F
(x, x* ; 0) q

F
(x*, x ; b ). (57)

W riting q
F
(x*, x ; b ) as a sum over node-avoiding paths, results in only positive

contributions from the product q
F
(x, x* ; 0) q

F
(x*, x ; b ) to the diagonal density matrix

element. Therefore if the exact nodes of the density matrix are known, one could

sample paths by adapting the standard bosonic PI algorithm so as to ensure that the

sampling was restricted to node-avoiding paths. In practice, one does not know the

exact nodes and some suitable approximation must be used. For example, free particle

nodes were used in the simulations of normal liquid $ He [54]. The restricted path

integral M onte Carlo (RPIMC) method has also been used to study $ He± % He mixtures

[55] and hydrogen plasma [56].

4. M olecular dynamics

Dynamical schemes for sampling the con ® guration space of the classical system

isomorphic to the quantum N -body system can be devised. The prefactor

(m } 2 p e ò # ) $ NM / # in equation (12) corresponds to the integral over the momenta of NM

classical particles obeying M axwell± Boltzmann statistics at temperature e . Therefore

by introducing NM classical particles, each of ® ctitious mass m !j
and momentum p !j

,

one can write a Lagrangian

, ¯ 3
$ NM

j= "

p ! #j
2m !j

®
m

2 e ò #
3
M Õ "

i= !

(x
i
® x

i+ "
) # ®

1

M
3

M Õ "

i= !

V(x
i
), (58)

and generate a molecular dynamics scheme for sampling the con ® gurational integral

[23, 24]. While con® gurational averages will be exactly the same as those obtained

from a Monte Carlo scheme, the dynamics will be entirely ® ctitious and unrelated to

the true quantum dynamics. Like all molecular dynamics schemes, collective motion

through con ® guration space may be somewhat more facile than for Monte Carlo

schemes. However, such path integral molecular dynamics (PIMD) algorithms have

several disadvantages : quantum statistics cannot be incorporated, ergodicity is
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Path integral simulations 435

problematic, especially for high Trotter numbers, and e� cient higher order propa-

gators cannot be easily used. Therefore PIMD schemes have been much less used than

PIMC schemes. Recently, however, PIMD algorithms have been revived, in the

context of ab initio PI simulations, since they can be coupled very e� ciently with

Car± Parinello (CP) codes for obtaining the ground electronic states [28± 35]. However,

for such combined PIMD-CP algorithms to be e� cient, several elaborations are

necessary, including transformation to normal modes, multiple timestep molecular

dynamics and separate thermostatting of individual beads of the quantum polymers

by Nose! ± Hoover chains.

5. Applications to atomic and molecular systems

5.1. Solvated electrons

The solvated electron, a `free ’ electron trapped in a cavity formed by solvent

molecules, plays an important role in a variety of chemical phenomena and was one of

the ® rst systems to be studied using PIMC simulations [57± 59]. The structure of a

solvated electron in a ¯ uid will be determined by the competition between two factors :

a tendency to delocalize and occupy as large a volume as possible in order to minimize

the kinetic energy and a tendency to minimize potential energy by optimizing

electron± solvent interactions. In the case where the dominant contribution to the

electron± solvent interaction is an excluded volume or repulsion interaction, the

electron will tend to localize in regions of low ¯ uid density. If the attractive

interactions can be enhanced in these low density traps (for example, by the presence

of oriented solvent dipoles) then the size of the cavity can be reduced substantially. PI

simulations of an excess electron in a variety of ¯ uids has led to a reasonable

understanding of the complex interplay between various factors which determines the

localized versus delocalized character of the electronic states and the associated

changes in solvent structure. For example, helium behaves as expected on the basis of

a hard sphere electron± solvent interaction ; conversely, the much larger polarizability

of the xenon atom results in a much more attractive e Õ ± Xe interaction and results in

the electron being localized on high density clusters rather than low density traps [60].

Studies on branched and chain alkanes indicate that the details of the electron ±

solovent pseudopotential, such as the degree on anisotropy, signi® cantly aŒect

electron mobility as a function of density [61].

The hydrated electron has been shown to be a transient species of crucial

importance in solution photochemistry since its identi ® cation more than 30 years ago

[62, 63]. PIMC simulations of the hydrated electron indicate that the electron is

characterized by a localized density distribution of approximately 2 A/ radius. Analysis

of the solvent structure shows that the solvent is bond oriented, rather than dipole

oriented, with respect to the excess electron. Recent PIMC studies have concentrated

on electron attachment to water clusters [64].

The solvated electron is central to the metal± insulator transitions observed in

alkali metal± ammonia solutions and related systems, which have a long experimental

history [59]. The localized versus extended states responsible for the metal± insulator

transition with increasing alkali metal concentration have been the subject of several

simulation studies. The dilute limit is ideally treated by PIMC methods [65]. The

results show the trapping or localization of single electrons in solvent cavities of an

eŒective size of about 4 A/ . The results of the simulation agree well with experiment as

well as with predictions of the reference interaction site model (RISM) polaron theory

[58]. The metallic limit with high electron concentration can be treated by CP methods

[66± 68]. The intermediate regime, specially where spin pairing occurs, can be treated
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436 C . Chakravarty

by both approaches. In the spin pairing regime, the simulations show that electron

pairs form singlet states which occupy a peanut-shaped cavity with the two peaks in

the electron density separated by 7 A/ . The triplet state is unstable with respect to the

singlet state by approximately 0 ± 6 eV.

5.2. Quantum solids and liquids

Simple atomic solids and liquids bound by van der W aals interactions are ideal

systems for comparing the results from PIMC simulations against experimental data

since the interaction potentials are well parametrized. The magnitude of quantum

eŒects can be varied from the near classical behaviour of xenon to the large quantum

eŒects displayed by solid and liquid helium. Experimentally, the single particle kinetic

energy distribution obtained from deep inelastic neutron scattering (DINS) is a good

indicator of quantum character since deviations from the classical Maxwell ±

Boltzmann distribution increase with increasing quantum character. Other exper-

imental indicators of quantum eŒects are, for example, speci® c heat capacities as a

function of temperature, pair correlation functions from neutron scattering and

isotope eŒects on lattice parameters.

The PIMC methods described in sections 3.1 and 3.2 work very well for atomic

solids and liquids in the absence of identical particle exchange. Theoretical and

experimental average kinetic energies of solid and liquid neon and helium agree to

better than 5 % over a wide range of temperatures and densities [69± 71]. The isotope

shift in the lattice constant of solid # ! Ne and # # Ne has been computed to very high

accuracy [72].

The most dramatic early success of the PIMC technique was the simulation of the

Bose± Einstein condensation of liquid $ He [10]. Agreement with experimental data was

shown to be excellent ; for example, the super¯ uid transition temperature was

calculated to within 0 ± 02 K of the experimental value. The RPIMC method discussed

in section 3.4 has been applied to liquid $ He and $ He± % He mixtures [54, 55].

5.3. Clusters

Clusters have attracted much attention by virtue of being small systems which

bridge the transition from molecular to bulk properties [73, 74]. While clusters can

show properties similar to those of bulk matter, for example collective behaviour

analogous to a phase transition, they are su� ciently small to be studied at the same

level of microscopic detail as molecular systems. Quantum clusters have been studied

largely with a view to understanding ® nite size eŒects on phase transitions of quantum

many-body systems. For example, the super¯ uid transition of liquid % He is a quantum

phase transition whose cluster analogue is accessible both experimentally and

computationally. PI simulations of % He droplets of 64 and 128 atoms reveal a

super¯ uid transition broadened by ® nite size eŒects [75]. W hile large, ultracold helium

clusters can be produced in supersonic jets, unequivocal experimental proof of the

super¯ uidity of helium clusters is not yet available. Since near helium clusters are hard

to probe spectroscopically, the strategy has been to dope the clusters with a suitable

chromophore, such as SF
’

or an alkali atom [76± 78]. Rotationally resolved

spectroscopy of SF
’

in helium clusters containing approximately 4000 atoms indicates

a cluster temperature of about 0 ± 4 K. Simulations of SF
’
He

N
clusters indicate that the

relatively high binding energy of SF
’

reduces the super¯ uid fraction in comparison

with pure helium clusters but the doped cluster should have a super¯ uid fraction

greater than 0 ± 7 by 0 ± 4 K [79].
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Path integral simulations 437

Figure 1. Comparison of the angular distribution functions of ( para-H
#
)
" $

, (ortho-D
#
)
" $

and

Ne
" $

from PIMC simulations (see [49]). The simulations were performed at a reduced
temperature of k

B
T } e ¯ 0 ± 073 where e is the well depth of the pair potential. The

Lennard-Jones parameters for the three systems are very similar. The angular distribution

function derived from a classical Monte Carlo simulation of Ne
" $

is also shown. The
peaks at 36 ° and 60° are characteristic features of the icosahedral symmetry shown by

small Lennard-Jones clusters.

No substance, other than liquid helium, undergoes a bulk super¯ uid transition.

However, since para-H
#

is known to form a quantum solid with a very high zero point

energy, it oŒers the interesting possibility that in a cluster the melting temperature can

be lowered su� ciently that super¯ uidity can occur. This possibility was tested by

Sindzingre et al. using PIMC simulations of para-H
#

molecules [80]. They showed that

13 and 18 molecule clusters exhibit a signi® cant probability of non-identity

permutations but such exchanges are considerably suppressed in clusters containing

33 or more molecules.

Clusters can exhibit a ® nite system analogue of bulk melting. Unlike the bulk,

clusters possess distinct and separate freezing T
f
and melting T

m
points ; between T

f
and

T
m

, the cluster exists in dynamical equilibrium between solid-like and liquid-like forms.

W hile clusters cannot obviously possess long range translational order characteristic

of solids, the Lindemann index (the root mean square bond length ¯ uctuation) can be

used to monitor the cluster solid ± liquid transition (CSLT) ; on melting, this quantity

increases sharply from a value of about 7 % or less for the solid-like phase to about

30 % for the liquid-like cluster. The CSLT is most pronounced for magic number

clusters which display a signi® cantly greater binding energy per atom than their

neighbouring size clusters. Such magic number clusters have a potential energy surface

in which the global minimum is energetically well separated from a range of closely

spaced metastable minima ; the solid-like phase is associated with localization in the

global minimum. Quantum eŒects on the CSLT in such magic number systems have

been extensively studied by PIMC methods. The lowering of the transition tem-

perature, T
f

and T
m

, owing to quantum eŒects, has been demonstrated for several

systems such as H
#
, D

#
and Ne clusters [81± 85]. Figure 1 shows the diŒerences in the

angular distribution functions of ( para-H
#
)
" $

, (ortho-D
#
)
" $

and Ne
" $

clusters. At the

simulation temperature, ortho-D
#

and para-H
#

may be regarded as spherically

symmetric, pseudo-atomic species with pair potential parameters very similar to those

of neon ; therefore, diŒerences in structure can be attributed largely to quantum
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438 C . Chakravarty

Figure 2. The probability of occupancy of the global minimum P
G

as a function of the de Boer
parameter K . For a nineteen particle Lennard-Jones cluster (see [86]). The de Boer

parameter is a measure of the extent of quantum eŒects on the system and is de® ned as

K ¯ ò } r (m e ) " / # where e and r are the well depth and size parameters of the pair potential
respectively and m is the particle mass. P

G
is an indicator of the solid-like character of the

cluster. The results are for a constant reduced temperature k
B

T } e ¯ 0 ± 1. The sharp fall in

P
G

over a relatively narrow range in K is indicative of a quantum delocalization-induced
cluster solid± liquid transition analogous to the thermal melting of such systems.

Figure 3. Radial density pro® les d(R) for the two isotopic species in (para-H
#
)
*

(ortho-D
#
)
*

at

2 ± 5 K (see [88]). The localization of the heavier isotope in the core is evident.

eŒects. In addition, the kinetic energy increase associated with quantum delocalization

has been shown to play an analogous role to the thermal kinetic energy and can be

shown to induce a quantum ¯ uctuation induced CSLT [86, 87] (see ® gure 2).

PIMC simulations have predicted some rather unusual quantum analogues of bulk

phase transitions. For example, FPIMC simulations have demonstrated that in an

isotopically mixed quantum cluster, the heavier isotope will be preferentially localized

in the core and the lighter one on the surface [88, 89]. An example of this type of

isotopic segregation is shown in ® gure 3 for the (ortho-D
#
)
*
( para-H

#
)
*

cluster. A

variation on this theme of species segregation in clusters is provided by mixed clusters

of ortho- and para-D
#

where the para-D
#

entity is preferentially localized in the core
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Path integral simulations 439

Figure 4. Isosteric heats of adsorption (in kJ mol Õ " ) for helium in silicalite in the dilute limit

when interparticle interactions are negligible. Classical and quantum simulation results

for the two helium isotopes are shown.

because at low temperatures only the para-D
#

species samples the anisotropic

quadrupolar interaction in addition to the isotropic component common to both

species [90].

The ab initio PI simulation techniques, discussed in section 2.3, have been applied

to a number of ionic clusters of considerable chemical interest. For example, the

structure of CH+
&

has long been controversial with arguments that it is a unique

carbonium ion as opposed to the theory that it is the prototype for a non-classical

hypercoordinate carbocation with a ground state dominated by 3-centre± 2-electron

bonding. The PIMD simulations indicated that the quantum ground state is

dominated by the latter con® guration [28, 30]. Similar studies of the relative in¯ uence

of thermal and quantum ¯ uctuations have been carried out on C
#
H+

$
, H

&
O+

#
and H

$
O Õ

#
[29, 32, 35]. The eŒect of protonation on (H

#
)
n

clusters has also been studied by these

methods [36].

5.4. Orientational transitions

Orientational transitions in molecular solids are associated with an increase in

orientational degrees of freedom with temperature [13]. A molecule can be in more

than one orientationally distinct position in a lattice site. For many molecular solids,

the low temperature form has both long range orientational and translational order.

As the temperature is increased, reorientational transitions can be su� ciently rapid to

produce an orientationally disordered crystal of higher symmetry. On further heating,

melting accompanied by loss of long range positional order sets in. (For highly

anisotropic molecules, on heating positional disorder may set in earlier than

orientational disorder resulting in formation of liquid crystals.) If the moments of

inertia of the molecular rotors are small and the transition temperatures are low, then

quantization of rotational motion will have observable consequences, such as change

in transition temperatures with isotopic substitution. Obvious candidates for

displaying orientational transitions of quantum rotors are solids of molecular

hydrogen, hydrogen halides, methane and their deuterated analogues.

While the PIMC methods described in sections 2 and 3 could in principle be used

for molecular solids, they prove very ine� cient in simulating orientational transitions
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440 C . Chakravarty

since they do not take into account the fact that translational and intramolecular

vibrational modes are eŒectively frozen. To develop a PIMC method for a system of

interacting quantum rotors, it is necessary to evaluate the density matrix element

© x r exp ( ® e K#
rot

r x ª « where x and x « are angular coordinates and K#
rot

is the rotational

kinetic energy operator. This quantity can be evaluated numerically by inserting a

suitable set of rotational wavefunctions, such as an asymmetric rotor basis for a

nonlinear rotor and a spherical harmonic basis for a linear rotor. An additional

complication is introduced by nuclear spin statistics which can determine the relative

occupancy of rotational levels belonging to diŒerent irreducible representations of the

point group of the molecular rotor. For example, the para-H
#

molecule has antiparallel

nuclear spins and can occupy levels only with even values of the rotational angular

momentum quantum number. Therefore at low temperatures para-H
#

exists in only

the ground, J ¯ 0 rotational state and behaves as a spherically symmetric bosonic

entity. The ortho-H
#

molecule, in contrast, can occupy only odd rotational levels. It

becomes therefore necessary to obtain representations of the density matrix element in

accordance with the molecular point group. Non-identity representations are then

found to have negative contributions which must be circumvented by ® xed-node

approximations. PIMC simulations of orientational transitions have been imple-

mented for solid H
#
± D

#
and solid CH

%
[91, 92].

5.5. Surface adsorption

Classical simulations of surfaces and interfaces is by now a well developed ® eld

[93]. Appreciable quantum eŒects can, however, be expected for light adsorbates, for

example H
#
, He, Ne, N

#
and CO, especially at low temperatures. One of the ® rst surface

adsorption problems to be studied by the PIMC method was $ He and % He adsorption

on graphite [94]. The quantum simulations corroborated experimental results for the

diŒerent phase diagrams of the two isotopes and provided interesting insights into the

microstructure associated with diŒerent phases. H
#

and D
#

at low temperatures also

behave as pseudo-atomic adsorbates and most studies have concentrated on positional

ordering transitions. Recently PIMC methods have been applied to study helium

adsorption in porous media such as zeolites (see ® gure 4) [95].

In contrast to atomic substrates, diatomic molecules can exhibit a range of

orientational transitions analogous to those seen in three-dimensional solids. The PI

formulation for two-dimensional rotors is mathematically quite diŒerent from the

three-dimensional case discussed in section 5.4. A viable PI simulation algorithm for

such systems was developed by Nielaba, M arx and co-workers and applied to a

number of systems. For example, N
#
± graphite shows a herringbone transition ; PIMC

simulations have quanti ® ed that the lowering of the transition temperatures owing to

quantum eŒects is 10 % (30 K) [96]. The CO± graphite system is analogous to the N
#

adsorption problem except for a heat capacity anomaly at approximately 5 K. Recent

PIMC simulations have shown that this must correspond to the head-to-tail ordering

transition for the two-dimensional CO system [97]. Apart from speci® c molecular

adsorbates, simulations of two-dimensional quantum rotor arrays reveal a quantum

¯ uctuation induced disordering of orientationally ordered physisorbates which shows

re-entrant behaviour [98].

5.6. Rates of quantum processes

An important dynamical quantity which can be approximately obtained from PI

simulations is the rate constant for a quantum process. The quantum analogue of
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classical transition state theory expresses the rate constant as a product of two factors :

a dynamical factor m and the probability P(x*) of ® nding a quantum path with the path

centroid x* ¯ (1 } b ò ) ! b ò

!
x(u) du located at the transition state geometry [99]. The

frequency of a reactive event will then be proportional to the probability of ® nding a

tunnelling path which connects the reactant and product potential energy wells. The

fraction of imaginary time spent in the barrier region along such a path will be small

because the potential energy in the barrier region is high. This type of rapid process or

instanton is then said to correspond to a kink in the quantum path. P(x*) will be

proportional to exp ( ® b D F ), where D F is the free energy required to create kinked

paths. Thermodynamic integration techniques can be used to evaluate P(x*) from

PIMC simulations. The dynamical factor has a weak temperature dependence and

cannot be obtained from a PI simulation ; it can be approximated on the basis of

classical simulations. This form of quantum transition state theory has been applied to

calculate rates for quantum processes such as electron transfer, proton transfer,

hydrogen diŒusion and hydrogen chemisorption [100± 102]. An ambitious application

of this approach has been in explaining some of the unusual features of the primary

electron transfer step in bacterial photosynthesis [103].

6. Concluding remarks

The implications of the quantum classical isomorphism, derived from the PI

representation of the density matrix, for setting up Monte Carlo and molecular

dynamics simulations analogous to those for classical many-body systems have been

presented. An overview of PIMC and PIMD techniques has been provided with a view

to illustrating how the e� ciency and versatility of these techniques can be increased by

appropriate choice of high temperature propagators, path representations and

transition matrices. An attempt has been made to indicate the potential range of

applicability of such computational tools by considering speci® c examples of PI

simulations. The development of RPIMC methods for many-fermion systems and of

maximum entropy methods for extracting dynamical information from PI simulations

may in the future remove two of the major limitations of ® nite-temperature QM C

techniques.
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